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Abstract

Multimedia learning occurs when students build mental representations from words and pictures
that are presented to them (e.g., printed text and illustrations or narration and animation). The
promise of multimedia learning is that students can learn more deeply from well-designed multi-
media messages consisting of words and pictures than from more traditional modes of communi-
cation involving words alone. This article explores a program of research aimed at determining
(a) research-based principles for the design of multimedia explanations—which can be called
methods, and (b) the extent to which methods are effective across different learning environ-
ments—which can be called media. A review of research on the design of multimedia expla-
nations conducted in our lab at Santa Barbara shows (a) a multimedia effect—in which students
learn more deeply from words and pictures than from words alone—in both book-based and
computer-based environments, (b) a coherence effect—in which students learn more deeply when
extraneous material is excluded rather than included—in both book-based and computer-based
environments, (c) a spatial contiguity effect—in which students learn more deeply when printed
words are placed near rather than far from corresponding pictures—in both book-based and com-
puter-based environments, and (d) a personalization effect—in which students learn more deeply
when words are presented in conversational rather than formal style—both in computer-based
environments containing spoken words and those using printed words. Overall, our results provide
four examples in which the same instructional design methods are effective across different media.
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1. Introduction

Consider the following learning scenario. A student sits at her desk and listens to
a teacher giving a scientific explanation, such as how a bicycle tire pump works.
For example, the teacher says: “When the handle is pulled up, the piston moves up,
the inlet valve opens, the outlet valve closes, and air enters the cylinder. When the
handle is pushed down, the piston moves down, the inlet valve closes, the outlet
valves opens, and air moves out through the hose”. Alternatively, a student sits at
her desk, opens her book, and reads a passage, such as the explanation of how a
bicycle tire pump works. These are single-medium presentations that involve only
one way of presenting information—words.
What’s wrong with this verbal-only method of instruction? On the positive side,

verbal modes of instruction have a long history in education and words are clearly
the dominant vehicle for delivering information in schools. In addition, the lecture
and the textbook passage clearly present the key information describing how the
pump works. On the negative side, however, verbal modes of instruction are some-
times based on an inadequate conception of how students learn—which can be called
the information delivery view. According to this view learning involves adding new
information to memory, so teaching involves delivering the information to the learner
such as through words. This view is inconsistent with current theories of how people
learn (Bransford, Brown, & Cocking, 1999; Bruer, 1993; Lambert & McCombs,
1998; Mayer, Heiser, & Lonn, 2001), namely the constructivist view in which stu-
dents attempt to make sense of the presented material.
There is also empirical evidence that the verbal-only method does not always

work so well. Our research shows, on average, that students who listen to (or read)
explanations that are presented solely as words are unable to remember most of the
key ideas and experience difficulty in using what was presented to solve new prob-
lems (Mayer, 1997, 1999a, 1999b, 2001).
In contrast, consider a learning scenario that goes beyond the purely verbal. A

student sits at a computer screen, calls up an on-line encyclopedia, clicks on the
entry for “pump”, and views a narrated animation that explains how a bicycle tire
pump works. Selected frames from the presentation are shown in Fig. 1, along with
corresponding narration indicated in quotation marks. As an alternative, a student
may read a book consisting of captioned illustrations; the book shows a series of
frames of the pump depicting the steps in the operation of the pump with words that
describe each step printed within each frame. These are examples of multimedia
learning because the student receives an instructional message that is presented in
two formats—as words (spoken or printed text) and pictures (animation or
illustrations). Certainly, adding pictures to words does not always improve learning;
thus, our goal is to determine the conditions under which adding pictures fosters
deep learning.
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Fig. 1. Selected frames from a multimedia explanation of how a pump works.

2. What is the promise of multimedia learning?

The promise of multimedia learning is that, by combining pictures with words,
we will be able to foster deeper learning in students. First, multimedia instruction
messages can be designed in ways that are consistent with how people learn, and
thus can serve as aids to human learning (Mayer, 1997, 1999a, 1999b, 2001). Second,
there is a growing research base showing that students learn more deeply from well-
designed multimedia presentations than from traditional verbal-only messages,
including improved performance on tests of problem-solving transfer (Mandl &
Levin, 1989; Mayer, 2001; Najjar, 1998; Schnotz & Kulhavy, 1994; Sweller, 1999;
Van Merrienboer, 1997). In short, the promise of multimedia learning is that teachers
can tap the power of visual and verbal forms of expression in the service of promot-
ing student understanding.
For purposes of our research program we define deep learning (or understanding)

as learning that leads to problem-solving transfer. For example, someone who under-
stands how pumps work is able to troubleshoot a malfunctioning pump by generating
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possible reasons for why a pump does not work or is able to tell how to redesign
a pump to meet a new purpose (such as making it more reliable).
In order to fulfill the promise of multimedia learning, we need a research base

and theoretical framework that provide answers to basic questions. Do students learn
more deeply from multimedia messages than from verbal-only ones? Under what
conditions does it help to add pictures to words? How does multimedia learning
work? Can students engage in active learning when they learn from media that do
not allow for much hands-on activity such as multimedia messages? What is the role
of technology in promoting learning? Do methods (i.e., design principles for multi-
media presentations) work the same way across various media (e.g., book-based or
computer-based environments)? These are the kinds of questions that researchers
address in the young but growing field of multimedia learning (Mandl & Levin,
1989; Mayer, 2001; Schnotz & Kulhavy, 1994; Sweller, 1999; Van Merrienboer,
1997) and that I explore in this paper.

3. What is a multimedia instructional message?

Let’s begin with a very basic and focused definition of what I mean by a multime-
dia instructional message. A multimedia instructional message is a presentation con-
sisting of words and pictures that is designed to foster meaningful learning. Thus,
there are two parts to the definition: (a) the presentation contains words and pictures,
and (b) the presentation is designed to foster meaningful learning. As you can see,
I have limited my definition of multimedia instructional messages to presentations
involving two formats—words and pictures. The words can include printed or spoken
text and the pictures can include static graphics (such as illustrations, maps, charts,
and photos) and dynamic graphics (such as animation and video). Although broader
definitions of multimedia could include modalities such as smell or touch, or formats
such as music or non-speech sound, I have chosen to focus on multimedia instruc-
tional messages that use words and pictures.
As you can also see, the goal of multimedia instructional messages is to foster

meaningful learning. Meaningful learning can be assessed through problem-solving
transfer tests in which the learner is asked to use the presented material in new ways.
For example, we can ask students to troubleshoot a pump (“Suppose you push down
and pull up on the handle of a pump several times, but no air comes out. What could
have gone wrong?”) or to redesign the pump (“What could be done to make a pump
more reliable, that is, to make sure it would not fail?”) or to explain the pump’s
behavior (“Why does air enter the pump? Why does air exit from the pump?”). In
addition, the presented material itself must be potentially meaningful—such as an
explanation of how something works. According to this definition, multimedia
instructional messages would not include the teaching of an arbitrary list of facts or
an arbitrary procedure. Thus, I have chosen to focus on multimedia messages that
provide explanations of how something works.



129R.E. Mayer / Learning and Instruction 13 (2003) 125–139

4. How does multimedia learning work?

The promise of multimedia learning—that is, promoting student understanding by
mixing words and pictures—depends on designing multimedia instructional mess-
ages in ways that are consistent with how people learn. In this section, I present a
cognitive theory of multimedia learning that is based on three assumptions suggested
by cognitive science research about the nature of human learning—the dual channel
assumption, the limited capacity assumption, and the active learning assumption.
The dual channel assumption is that humans possess separate information pro-

cessing systems for visual and verbal representations, and is derived from the
research of Paivio (1986; Clark & Paivio, 1991) and Baddeley (1992, 1998). For
example, animations are processed in the visual/pictorial channel and spoken words
(i.e., narrations) are processed in the auditory/verbal channel. The limited capacity
assumption is that the amount of processing that can take place within each infor-
mation processing channel is extremely limited (Baddeley, 1992, 1998; Chandler &
Sweller, 1991; Sweller, 1999; Van Merrienboer, 1997). For example, learners may
be able to mentally activate only about a sentence of the narration and about 10
seconds of the animation at any one time. The active learning assumption is that
meaningful learning occurs when learners engage in active cognitive processing
including paying attention to relevant incoming words and pictures, mentally
organizing them into coherent verbal and pictorial representations, and mentally inte-
grating verbal and pictorial representations with each other and with prior knowledge
(Mayer, 1999a, 1999b, 2001; Wittrock, 1989). This process of active learning results
in a meaningful learning outcome that can support problem-solving transfer.
A framework for the cognitive theory of multimedia learning is presented in Fig.

2. In a computer-based environment, the external representations may include spoken
words, which enter through the ears, and animations, which enter through the eyes.
The learner must select relevant aspects of the sounds and images for further pro-
cessing. In addition, the learner may convert some of the spoken words into verbal
representations for further processing in the verbal channel whereas some of the
animation can be converted into visual representations for further processing in the
visual channel. In a book-based environment, the external representations may
include printed words and illustrations, both of which initially enter through the eyes.
The learner must select relevant aspects of the incoming images for further pro-

Fig. 2. A framework for a cognitive theory of multimedia learning.
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cessing. In addition, the learner may convert some of the printed words into verbal
representations to be processed in the verbal channel and may even convert some
of the illustrations into verbal representations to be processed in the verbal channel.
I refer to these processes as selecting.
The second set of processes is to build a coherent mental representation of the

verbal material (i.e., form a verbal model) and a coherent mental representation of
the visual material (i.e., form a pictorial model)—processes I call organizing. A third
process is to build connections between the verbal and pictorial models and with prior
knowledge—processes I call integrating. The processes of selecting, organizing, and
integrating generally do not occur in a rigid linear order, but rather in an iterative
fashion. Once a learning outcome has been constructed, it is stored in long-term
memory for future use. When active learning occurs, the outcome is indexed in long-
term memory in a way that allows the learner to use it to solve transfer problems.
This model is described more fully in Mayer (2001).
According to the cognitive theory of multimedia learning, meaningful learning

depends on all three of these processes occurring for the visual and verbal represen-
tations. Instructional methods that enable and promote these processes are more likely
to lead to meaningful learning than instructional methods that do not. In this paper,
I explore four such methods—presenting words and pictures rather than words alone,
excluding extraneous words and pictures, placing corresponding words and pictures
near each other on the page or screen, and expressing the words in a conver-
sational style.
According to this view, learners can engage in active learning (such as the pro-

cesses of selecting, organizing, and integrating) even when the presentation media
do not allow hands-on activity (such as printed text and illustrations, or animation
and narration). The challenge of multimedia instructional design is to prime and
guide active cognitive processing in learners so that learners construct meaningful
internal representations. The instructional design methods I explore in this article
are intended to achieve the goal of active learning from non-interactive media.

5. Do methods work across media?

Is multimedia learning affected mainly by the instructional method (e.g., well-
designed versus less well-designed), by the media (e.g., book-based versus computer-
based), or does the effect of the instructional method depend on the media (e.g.,
well-designed presentations work in one medium but not the other)? There is consen-
sus among instructional design researchers for the value of research on how to design
instructional messages across various media (Fleming & Levie, 1993; Najjar, 1998;
Van Merrienboer, 1997). Examples of instructional principles include integrating
pictures with words, excluding irrelevant material, and presenting words in a conver-
sational style.
In contrast, there is consensus among media researchers that examining the effects

of media per se—such as asking whether learning from computers is better than
learning from books—is not a productive research strategy (Clark, 1983, 1994;
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Clark & Salomon, 1986; Salomon, 1979/1994). For example, Jonassen, Campbell,
and Davidson (1994, p. 31) argue for reframing research questions as “learner-cent-
ered rather than media-centered” and Kozma (1994, p. 7) calls for research on “media
and the methods that employ them as they interact with the cognitive and social
processes by which knowledge is constructed”. Similarly, Clark (1994) favors
research on what learners learn from various instructional methods used within vari-
ous media rather than on media per se.
Building on this consensus, I have chosen not to focus on the issue of media—

whether one media environment (e.g., learning from computers) is better than another
(e.g., learning from books). Instead, I have chosen to focus on the issue of methods
across media—how to design a multimedia message that promotes understanding
and whether design principles that work in one media environment (e.g., learning
from books) also work in a different media environment (e.g., learning from
computers). It should be noted, however, that media are relevant to the extent that
some forms of technology enable instructional methods that are not possible with
other media. For example, in this review I do not examine the role of interactivity—
which is enabled by computer-based technology to a much greater extent than by
book-based technology. Instead, I focus on the role of verbal and visual presentation
modes that are enabled by computer-based and book-based media. In this section, I
explore four instructional design methods and whether they work across different
media environments—namely, the multimedia effect, the coherence effect, the spatial
contiguity effect, and the personalization effect.

5.1. Multimedia effect with text-and-illustrations and narration-and-animation

The most basic effect of presentation method concerns whether multimedia presen-
tations are more effective than single medium presentations, and in particular,
whether adding pictures to words helps students understand an explanation. The
multimedia effect refers to the finding that students learn more deeply from a multi-
media explanation presented in words and pictures than in words alone. Let’s con-
sider how this effect fares under two learning environments—with printed text and
illustrations on a page and with spoken text and animation on a screen.
For example, consider a textbook lesson on how brakes work in which the expla-

nation is presented in printed words (words-only group) or in printed words along
with accompanying illustrations (words-and-pictures group). In a series of three stud-
ies involving brakes (Mayer, 1989, Experiments 1 and 2; Mayer & Gallini, 1990,
Experiment 1), the words-and-picture group generated a median of 79% more cre-
ative solutions on problem-solving transfer tests than the words-only group, yielding
an median effect size of 1.50. When the media consist of printed text and illus-
trations, there is a strong multimedia effect.
Similarly, consider a computer-based lesson on how brakes work that presents a

narration describing the steps in how brakes work (words-only group) or narration
along with concurrent animation (words-and-pictures group). In a study involving
brakes (Mayer & Anderson, 1992, Experiment 2), the words-and-picture group gen-
erated 97% more creative solutions that the words-only group, yielding an effect
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size of 1.67. When the media consist of spoken text and animation, there is a strong
multimedia effect.
A similar pattern was found for an explanation of how pumps work. In a study

involving printed words and illustrations in a textbook environment (Mayer & Gal-
lini, 1990, Experiment 2), the words-and-pictures group generated 68% more creative
solutions than the words-only group, yielding an effect size of 1.00. Similarly, in
two studies involving spoken words and animation in a computer-based environment
(Mayer & Anderson, 1991, Experiment 2a; Mayer & Anderson, 1992, Experiment
1), the words-and-pictures group generated a median of 108% more creative solutions
than the words-only group, yielding an effect size 2.16.
Overall, there is consistent evidence that the multimedia effect can occur across

two different media environments—printed text and illustrations on a page as well
as spoken text and animation on a screen. It is important to note that while the words
used to explain the operation of the brakes or pump were identical across media,
the book-based presentations contained additional information about other topics
whereas the computer-based presentations did not. Overall, in finding a multimedia
effect in both book-based and computer-based environments, we see our first
example of the same method effect across different media.
These results are consistent with the cognitive theory of multimedia learning sum-

marized in Fig. 2. In both book-based and computer-based environments, multimedia
messages were more likely to cause learners to use both channels in Fig. 2 whereas
words-only messages were more likely to cause learners to use only one channel in
Fig. 2. Thus, multimedia messages were more likely than words-only messages to
prime all the cognitive processes for active learning.

5.2. Coherence effect with text-and-illustrations and narration-and-animation

Another important effect of presentation method concerns what happens when we
add interesting but irrelevant material (which can be called seductive details) to a
multimedia explanation. The coherence effect refers to the finding that students learn
more deeply from a multimedia explanation when extraneous material is excluded
rather than included. Let’s consider how the coherence effect holds up under two
different media environments—with printed text and illustrations in a book-based
environment and with spoken text and animation in a computer-based environment.
For example, students learned how lightning storms develop by reading a passage

containing printed words describing the steps in lightning formation along with cap-
tioned illustrations depicting the steps in lightning formation. For some students
(embellished presentation group), we interspersed a few additional sentences and/or
illustrations concerning interesting but irrelevant information, such as a description
of how an athlete was struck by lightning on a football field. For other students
(concise presentation group), we did not add any seductive details. In five studies
involving lightning formation (Harp & Mayer, 1997, Experiment 1; Harp & Mayer,
1998, Experiments 1, 2, 3, and 4), the concise presentation group generated a median
of 90% more creative solutions than the embellished presentation group, yielding a
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median effect size of 1.67. Clearly, there is a strong coherence effect for this book-
based multimedia environment.
We also examined how students learned about lightning formation by viewing an

animation depicting the steps in the lightning formation along with a concurrent
narration describing the steps in lightning formation. For some students (embellished
presentation group), we interspersed a few sentences and/or video clips concerning
interesting but irrelevant information, similar to the seductive details used in the
book-based environment. Other students (concise presentation group) did not receive
the additional narration and/or video clips. In three tests involving lightning forma-
tion (Mayer, Heiser, & Lonn, 2001), the concise presentation group generated a
median of 34% more creative solutions than the embellished presentation group,
yielding a median effect size of 0.59. As with the book-based environment, the
results across all three studies involving a computer-based environment produced a
coherence effect.
Overall, we found consistent evidence for a coherence effect across two different

media environments—adding extraneous material hurt student understanding when
the multimedia explanation was presented as printed words and illustrations, as well
as when it was presented as spoken words and narration. Again, as with the multime-
dia effect, the coherence effect provides a second example of finding the same
method effect across different media.
The coherence effect is consistent with the cognitive theory of multimedia learning

summarized in Fig. 2. Adding extraneous words or pictures to a multimedia message
can interfere with any of the cognitive processes shown in the figure, by encouraging
learners to pay attention to words or images that are not relevant, by disrupting how
learners organize words or pictures into a causal chain, and by priming inappropriate
schemas to be used to assimilate the incoming words and pictures. In some cases,
of course, the goal of instruction may be to consider many alternative perspectives,
in which case coherence should not be a guiding instructional design principle.

5.3. Contiguity effect with text-and-illustrations and text-and-animation

Another presentation method effect concerns how we present corresponding text
and illustrations on a page or computer screen. The spatial contiguity effect is that
students learn more deeply from multimedia explanations when corresponding words
and pictures are presented near to rather than far from each other on the page or
screen. We examined the spatial contiguity effect in two different media environ-
ments—with printed text and illustrations in a book-based environment and with
printed text and animation in a computer-based environment.
In a book-based environment, some students (integrated presentation group) read

a passage on lightning formation, consisting of illustrations that depicted the steps
in lightning formation along with corresponding captions that described the steps in
words. Other students (separated presentation group) read the identical words and
saw the identical illustrations but the corresponding words and pictures were on
different pages. In three studies involving lightning formation (Mayer, Steinhoff,
Bower, & Mars, 1995, Experiments 1, 2, and 3), students in the integrated presen-
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tation group generated a median of 78% more creative solutions to problem-solving
questions than did students in the separated presentation group, yielding a median
effect size of 1.12. These results demonstrate a spatial contiguity effect within the
context of a book-based environment.
In order to determine whether spatial contiguity effects also occurred in computer-

based environments, we asked students to view an animation depicting the steps in
lightning formation along with concurrent on-screen text that described the steps in
words. For some students (integrated presentation group), we placed the on-screen
text next to the event that it described; for example, if the on-screen text said, “The
negatively charged particles fall to the bottom of the cloud, and most of the positively
charged particles rise to the top”, that statement was printed next to the cloud on
the screen. For other students (separated presentation group), we placed the on-screen
text at the bottom of the screen far from the center of action in the animation. In
the one study that we conducted using a lightning explanation (Moreno & Mayer,
1999, Experiment 1), students in the integrated presentation group generated 43%
more creative solutions on the problem-solving transfer test than did students in the
separated presentation group. The corresponding effect size was 0.48. As with the
book-based environment, there was a spatial contiguity effect in the computer-
based environment.
The same spatial contiguity effect was obtained in both media environments even

though the spatial contiguity manipulation—i.e., the physical space between corre-
sponding words and pictures—was not as great in the computer-based environment
as in the book-based environment. These results provide the third example of presen-
tation methods having the same kinds of effects across different media.
Like the foregoing effects, spatial contiguity effects are consistent with the cogni-

tive theory of multimedia learning summarized in Fig. 2. When corresponding words
and pictures are presented near each other, learners are more likely to be able to
hold corresponding words and pictures in working memory at the same time. This
situation enables the process of integrating visual and verbal models, a key step in
active learning. Of course, it must be noted that external representations (such as text
and illustrations) do not translate automatically into internal representations (such as
verbal and visual models). That translation process depends on internal cognitive
processing—including selecting and organizing—that are subject to working memory
limitations. Ainsworth, Bibby, and Wood (1998) have shown that under some cir-
cumstances, instruction with multiple representations can be less effective than less
demanding instruction.

5.4. Personalization effect with animation-and-narration and animation-and-text

As our fourth and final example, let’s consider what happens when we personalize
a multimedia presentation by changing the text from formal to conversational style.
The personalization effect is that students learn more deeply from a multimedia
explanation when the words are presented in conversational style rather than formal
style. We examined the personalization effect in two different computer-based
environments—animation with narration versus animation with on-screen text. In
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both cases students viewed an animation, but in one environment the corresponding
words were presented as spoken text and in the other environment the corresponding
words were presented as printed text placed at the bottom of the screen.
In the animation-and-narration environment, students viewed an animation

depicting the steps in the formation of lightning while they listened to concurrent
narration that described the steps in lightning formation. For some students
(conventional presentation group) the wording was formal, and was similar to the
third-person monologue style used in many textbooks and lectures. The script was
the same as that used in other studies involving lightning as described in previous
sections. For other students (personalized presentation), some of the words were
changed into first and second person (e.g., saying “your cloud” instead of “the
cloud”) and some conversational sentences were added (e.g., “As you watch, you
tilt your head skyward”). However, both versions contained the same explanation
based on the same steps in lightning formation. In one study involving animation
and narration (Moreno & Mayer, 2000, Experiment 1), the personalized group gener-
ated 36% more creative solutions than the conventional group on the problem-solving
transfer test, yielding an effect size of 0.96. When the media include animation and
narration, there is evidence for a personalization effect.
What happens to the personalization effect when the words are presented as printed

text rather than spoken text? In the animation-and-text environment, students viewed
an animation depicting the steps in lightning formation along with concurrent on-
screen text presented at the bottom of the screen as one or two sentences at a time.
For some students (conventional presentation group), the wording was identical to
the formal style used in the animation-and-narration environment. For other students
(personalized presentation group), the wording was identical to the conversational
style used in the animation-and-narration environment. In one study (Moreno &
Mayer, 2000, Experiment 2), the personalized group generated 116% more creative
solutions than the conventional group on the problem-solving transfer test. The corre-
sponding effect size was 1.60. Clearly, when the media include animation and on-
screen text, there is evidence for a personalization effect.
Overall, a personalization effect was obtained across two different media—when

the explanation was presented as animation and narration and when the explanation
was presented as animation and on-screen text. The results are preliminary because
only one study was involved for each of the media environments, but the consistent
pattern produces our fourth and final example of the same method effects with differ-
ent media.
The personalization effect is consistent with an expanded version of the cognitive

theory of multimedia learning shown in Fig. 2. Personalized messages may prime
the conversation schema in learners—that is, learners may be more willing to accept
that they are in a human-to-human conversation including all the conventions of
trying hard to understand what the other person is saying. In trying harder to under-
stand the message, learners with personalized messages are more likely to engage
in the cognitive processes shown in the figure, particularly organizing and integrating.
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6. Conclusion

As summarized in Table 1, our results provide four case examples of a straightfor-
ward finding: instructional design methods that promote deeper learning in one media
environment (such as text and illustrations) also promote deep learning in other
media environments (such as narration and animation). This means that good instruc-
tional methods can work across media. In short, the principles of instructional design
do not necessarily change when the learning environment changes.
There may be some aspects of good instructional design that are unique to a

particular medium, perhaps because that medium enables instructional methods not
available elsewhere. Similarly, some aspects of good instructional design are unique
to the to-be-taught material. We selected materials—explanations of how things
work—that depended on both words and pictures whereas some materials may
require only words.
Why do our instructional methods work across media? In taking a learner-centered

approach, I focus on the nature of human learning. The human information pro-
cessing system—as represented in Fig. 2—remains constant across different media
environments. Humans possess two channels—visual and verbal—regardless of
whether material is presented by book or by computer. Each channel is limited in
capacity regardless of whether material is presented by book or computer. Active
cognitive processing—including selecting, organizing, and integrating mental rep-
resentations—promotes meaningful learning regardless of whether material is
presented by book or computer.
A basic requirement in multimedia learning situations is that learners be able to

Table 1
Effect size (and number of studies) for four examples of the same method effects across different
media environments

Method effect (and lesson content) Media environment

Text and illustrationsa Narration and animation

Effect size (n) Effect size (n)

Multimedia effect
(brakes) 1.50 (3) 1.67 (1)
(pumps) 1.00 (1) 2.16 (2)
Coherence effect
(lightning) 1.67 (5) 0.59 (3)
Spatial contiguity effect
(lightning) 1.12 (3) 0.48 (1)
Personalization effect
(lightning) 1.60 (1) 0.96 (1)

a For personalization effect the first column involves text and animation; n refers to number of studies
that effect size is based on.
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hold corresponding visual and verbal representations in working memory at the same
time (such as the image of the inlet valve opening and the proposition, “the inlet
valve opens”). Instructional methods that enable this condition are likely to be effec-
tive across media environments. In rejecting a technology-centered approach, I con-
clude that media environments do not cause learning, cognitive processing by the
learner causes learning. If an instructional method promotes the same kinds of cogni-
tive processing across different media, then it will result in the same benefits
across media.
Each of the four methods I have summarized in this article was intended to pro-

mote active cognitive processing within the constraints of the human information
processing system: adding pictures to words, eliminating extraneous words and pic-
tures, placing words near corresponding pictures, and using conversational style for
words. In short, the design of multimedia instructional messages should be based on
an understanding of the nature of human learning. Using different technologies does
not change the fundamental nature of how the human mind works; however, to the
extent that instructional technologies are intelligently designed, they can serve as
powerful aids to human cognition.
In our research, we were able to significantly increase how well students under-

stood scientific explanations by basing multimedia message design on an understand-
ing of how the human mind works. Understanding was measured by tests of problem-
solving transfer, in which students were asked to generate as many useful solutions
as possible to problems they had not seen before. Redesigning multimedia expla-
nations to mesh with the way humans learn enabled students to generate more cre-
ative solutions to problem-solving transfer questions—ranging from gains of 36%
to 116%. As shown in Table 1, effect sizes ranged from 0.48 to 2.16, with most
averaging above 1.00. Although our instructional materials were modest—a short
lesson about a single scientific system—the results consistently demonstrate the bene-
fits of learner-centered design.
In conclusion, the promise of multimedia learning rests in the potential of using

words and pictures in ways that promote meaningful learning. The design principles
summarized in this article and elsewhere (Mayer, 1997, 1999a, 1999b, 2001) are
examples of multimedia instructional design based on a cognitive theory of multime-
dia learning. My premise in this research is that the intelligent design of multimedia
instructional messages depends on an understanding of how the human mind works.
The role of instructional technology in this learner-centered scenario is to serve as
a tool that increases the power of human cognition. In our research this increase in
the power of human cognition is measured in terms of improvements in problem-
solving transfer. To the extent that multimedia researchers remain focused on the
learner-centered issue of how to promote appropriate cognitive processing in learners,
the promise of multimedia learning remains strong.
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